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Case Study

Task: Predict handwritten digits (0-9) from images using a neural network.

Approach: Train a model on the MNIST dataset with one hidden layer and ReLU activation.

Outcome: The network achieves 95% accuracy in correctly classifying digits.
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THE NEURON:

• The neuron is the atomic unit of a neural network. 

• Given an input, it provides the output and passes that output as an input to the subsequent layer. 

• A neuron can be thought of as a combination of 2 parts:

• The first part computes the output Z, using the inputs and the weights.

• The second part performs the activation on Z to give out the final output A of the neuron.
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THE HIDDEN LAYER:

• The hidden layer comprises of various neurons, each of which performs the above 2 calculations. 

• The 4 neurons present in the hidden layer of our shallow neural network compute the following:
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In the above equations,

• The superscript number [i] denotes the layer number and the subscript number j denotes the neuron number 
in a particular layer.

• X is the input vector consisting of 3 features.

• W[i]j is the weight associated with neuron j present in the layer i.

• b[i]j is the bias associated with neuron j present in the layer i.

• Z[i]j is the intermediate output associated with neuron j present in the layer i.

• A[i]j is the final output associated with neuron j present in the layer i.

• Sigma is the sigmoid activation function. Mathematically it is defined as:
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• As we can see, the above 4 equations seem redundant. Therefore we will vectorize them as:

1.The first equation computes all the intermediate outputs Z in single matrix multiplication.

2.The second equation computes all the activations A in single matrix multiplication.
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SHALLOW NEURAL NETWORKS:

• A neural network is built using various hidden layers. 

• Now that we know the computations that occur in a particular layer, let us understand how the whole neural 
network computes the output for a given input X. 

• These can also be called the forward-propagation equations.
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• The first equation calculates the intermediate output Z[1] of the first hidden layer.

• The second equation calculates the final output A[1] of the first hidden layer.

• The third equation calculates the intermediate output Z[2] of the output layer.

• The fourth equation calculates the final output A[2] of the output layer which is also the final output of the 
whole neural network.
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Activity

Objective: Show how inputs pass through layers of a neural network.

1. Write down three features (e.g., age, income, education) as inputs on sticky notes.

2. Draw a network with input, hidden, and output nodes; calculate outputs manually using simple weights.

3. Discuss how activations (like ReLU) and weights influence the prediction.
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THANK YOU 


