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BACK PROPAGATION

Case Study

An e-commerce company uses a deep neural network to predict customer purchase behavior. The
backpropagation algorithm updates the network’s weights by minimizing the error between predicted and
actual outcomes, improving the recommendation accuracy by 25%. This optimization enhanced user

engagement and sales.

GULSHAN BANU.A/ AP/AI AND DS /BACK PROPAGATION /SNSCE -



BACK PROPAGATION

Back Propagation Algorithm

BACKPROPAGATION (training_example, 1, ny,, Ny Mpidden )

* Each training example is a pair of the form (x, t), where (x) is the vector of network input
values, and (t) is the vector of target network output values.

* 1 is the learning rate (e.g., 0.05).

* 1, is the number of network inputs,

* Nyigden the number of units in the hidden layer, and

* Ny, the number of output units.

* The input from unit i into unit j is denoted x;;, and the weight from unit i to unit j is denoted

wji
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\ Back Propagation Algorithm

* Create a feed-forward network wigm 1; INPULS, Nyiq., hidden units, and n,, output units.

* Initialize all network weights to small random numbers
* Until the termination condition is met, Do
* For each (x, t), in training examples, Do
* Propagate the input forward through the network:
l. Input the instance x, to the network and compute the output o, of every unit u in the network.

* Propagate the errors backward through the network

2. For each network unit k, calculate its error term 8, 4. Update each network weight w;,

Oy = op(1 = op)(tr = 0p) Wii <= Wji + A Wij;

: ; Where
3. For each network unit h, calculate its error term 6,

; : AWi = nd:a.
0y, & o/,(l -0, X w0 . ’] ().I‘I‘Jl
LE€out put s
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ack Propagation Algorithm

X,
l xn Wa l
| L Wsa | O [ Xea » Weq
X0 W
xu Wy | 10 Wia
x" — \ Xos » Wis
- Xa, W« ) X6 Wy
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| Back Propagation Algorithm

x!
(X., ) Way ] Oy = 8(X gy Wiy XasWap +X43Wo5)
| Xea = X74= 04 O = 8(XgaWgq +Xg5Wis)
| _’.‘?3_'1"3,L.]
—
X, Xa2» Way ] (’
Xsy » W, ] ; )
x‘, ’ W“ | xw wn o
: 0, = 8(X;4,W75+X;5,Wys)
: X33 Wey O = 8(X5; Wy, X5, Wy, +X55Ws5)
Xy5= Xgs = Og
5, O,
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Derivation of Back Propagation Algorithm

* To derive the equation for updating weights in back propagation algorithm, we use

Stochastic gradient descent rule.

* Stochastic gradient descent involves iterating through the training examples one at a time,
for each training example d descending the gradient of the error Ed with respect to this

single example.

* In other words, for each traiBing example d every weight wji 1s updated by adding to it

AWU'
+ That s, Wi =W+ 2 Wi
Where 2%
d
Awj = —ne—
ji ’7 dw;
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'Derivation of Back Propagation Algorithm

Wii «— Wji + A Wjj

Where

dE4
ji n By,

* where Ed is the error on training example d, that is half the squared difference between the
target output and the actual output over all output units in the network,

e |
E‘ﬁw)s-z- Z (4 — 0)*

k€outputs

* Here outputs is the set of output units in the network, t; is the target value of unit k for

training example d, and oy is the output of unit k given training example d.
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Derivation of Back Propagation Algorithm

Notation Used:

x;; = the i input to unit |

wj; = the weight associated with the i input to unit J[‘
net; = Y,; w;jiXji (the weighted sum of inputs for unit j )
0; = the output computed by unit

t; = the target output for unit j

o = the sigmoid function

outputs = the set of units in the final layer of the network

Downstream(j) = the set of units whose immediate inputs include the output of unit j
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Derivation of Back Propagation Algorithm

Wii <= Wi + A Wji

Where

dE,4
Aw,; —_ —')5;’;-

* To begin, notice that weight wji can influence the rest of the network only through netj.

Therefore, we can use ﬁle chain rule to write,
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TuTrIon’s

Derivation of Back Propagation Algorithm

"@ e

X Way
X, Xaz» Way
Xsy 0 Wy
Xay» Wyy

x’—@ Xgy o Wiy

GULSHAN BANU.A/ AP/AI AND DS /BACK PROPAGATION /SNSCE




BACK PROPAGATION

Derivation of Back Propagation Algorithm

Wiji «— Wiji + A Wj;
Where
dE,

Awj = —=ne—
ji ”aWﬂ

* To begin, notice that weight wji can influence the rest of the network only through netj.

Therefore, we can use the chain rule to write,

AE;  JE4 onet net) = zwllxll
dw;;  Onet; dw;; :
4 ’ = dnet;
_ 354 i aw” = Xy
dnet; /
dE,
Aw;; = —
i 1 dnet; A R
dE,

* Our remaining task is to derive a convenient expression for

dnet;
g e v S L U g S e e |
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Derivation of Back Propagation Algorithm

: ; : dE,
To derive a convenient expression for —-

Qnet i

We consider two cases in turn:
 (ase I, where unit j is an output unit for the network, and

* (ase 2, where unit j 1s an internal unit of the network.
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Derivation of Back Propagation Algorithm

Case 1: Training Rule for Output Unit Weights

* Just as wji can influence the rest of the network only through net, net; can influence the

network only through oj. Therefore, we can invoke the chain rule again to write,

dEq OE4 Do, aE,

o e = AR (h ~ 0r)? do;  da(net)) dolx) _ _
dnet;  do; dnet;  do; ao, “‘;m a(net) ~ 9(net;) 3 = o) (1-0(x)
IE, J 1 . = a(net))(1- o(net,))

%0, - 90,20 %
J = 0y (1~ 0,)
_ 1, 00— 0)
- 22( 0/) 30,'
= —(lj —0/) IEy

anetj = —[}(lj - 0}) Oj(l mce 0})
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Derivation of Back Propagation Algorithm

Case 1: Training Rule for Output Unit Weights

dE4
Awﬂ - —nawﬂ dEy
o 8net, = —(l] - 0]) 0/(1 - 0;)
Awj = — ‘
4 1 dnet; i
Awﬂ =1 (Ij - 01) Oj(l — 01)4\'/1
8j =(l] - 0,') 0,'(1 —Oj)
Awji =1 §; Xji
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Back Propagation Solved Example - 1

* Assume that the neurons have a sigmoid activation function,

perform a forward pass and a backward pass on the network.

Assume that the actual output of y is 0.5 and learning rate is 1.

Perform another forward pass.

W,, =0.1
xl= 0.35 ‘
Wi, =%( Ys
W,, =0.8 ~
wZ4=o.6 YQ
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Back Propagation Solved Example - 1

Wy, =0. 1 * Forward Pass: Compute output for y3, y4 and y5.
%=0. q\ w,s-o 3
W,,=04 1
; | 7@ of @ = Z(W‘-’ *x)  Y/=F@))= 7=
W,=0.8 ]
s OTO 6 | va;s PEIY a; = (W3 * X)) + (Wps * X)V/
u=0. | = (0.1 * 0.35) + (0.8 * 0.9) = 0.755

ys=f(a;))=1/(1 + e%79) = 9_6_8_

8, = (Wyg * X)) + (Wae * X5)V
= (0.4 *0.35) + (0.6 *0.9) =0.68
EXIOr =Viarget = V5= 0.19  y =1a) =1/ 1 +e°%%)= 06637

05 -0 (1 a5 = (Was * Yg) + (Wys * Y/

= (0.3 *0.68) + (0.9 * 0.6637) = 0.801V
ys = f(az) = 1/ (1 + e0801) = 0.69 (Network Output)
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Back Propagation Solved Example - 1

 Each weight changed by:
iji =_'.7 5./’01’

/0, =0,(1-0,)(,-0,) if j isan output unit
‘/(‘ij =0,(1-o, )Z O W, 1f j1s a hidden unit
k

* where nis a constant called the learning rate
* tjis the correct teacher output for unit |
* §jis the error measure for unit j
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Back Propagation Solved Example - 1

= 0,68
W,,=0.1""

x,=0.9

=062 « Backward Pass: Compute 63, 64 and &5.

ey 2,

For output unit:

0 s = Y(1-Y) Varget = Y)
w., =0.9 Outputy = 0. 69*(1 o 69)*(0.5-0. 69) -0.0406

y. =0.6637

W,,=0.8

For hidden unit:

0 3 = Y3(1-y3) Was * 05
= 0.68*(1 - 0.68)*(0.3 * -0.0406) = -0.00265

=100,

= 0,(1 -0,)(1,—0,) if jisanoutput unit 9= yi(l-y)wss* .
e A = 0.6637*(1 - 0.6637)* (0.9 * -0.0406) = -0.0082
=0,(1-o0, )Z o,w, 1f jisahidden unit
‘.
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Back Propagation Solved Example - 1

y, = 0.68

W,;=0.1 ys =069 «  Backward Pass: Compute 63, 64 and 85.

@ T WJ5=003
\\\‘
For output unit:
| 0 s = y(1-Y) (Viarget = Y)

X, = 0.35]\—

W,, =0.4

W,, =0.8
m=0sf" - H, ) Wy=03 Outputy = 0.69*(1-0.69)*(0.5-0.69)= -0.0406
S y. = 0.6637
For hidden unit:
Compute new weights 0 3 = Ya(1-y3) Was * Os
P = 0.68%(1 - 0.68)*(0.3 * -0.0406) = -0.00265
=100,

(GWe§ 1 8sy,= 1 * -0.0406 * 0.6637 = -0.0269 - e
= AW+ 1d) = -0.0269  (0.9) = 0.8731 ©* = Yall-Y)Wys ™ 0.
Wis (hew) = Aw,g + wg(old) = -0. (0.9) =0.8131 " _ 5.6637*(1 - 0.6637)* (0.9 * -0.0406) = -0.0082

@ nogx,=1%* -0.0082 * 0.35 = -0.00287
Wy, (new) = Aw,, + w,,(old) = -0.00287+ 0.4 ='.0.39'1D
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Back Propagation Solved Example - 1

 Similarly, update all other weights

v . : N | Updated w;;
0.1 -0.00265 0.35 1 0.0991
0.8 -0.00265 0.9 1 0.7976
0.4 -0.0082 0.35 1 0.3971
0.6 -0.0082 0.9 1 0.5926
0.3 -0.0406 0.68 1 0.2724
0.9 -0.0406 0.6637 1 0.8731

O G & & W O

i
1
2
1
2
3
4
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Back Propagation Solved Example - 1

v, =068V

y: =089  « Forward Pass: Compute output for y3, y4 and y5.

W,, =0.0991
x=038 0 V35=0.2124, . —
W, =0.3971 T | | 1
, 4= ) W, x)  y=F@)= s
W,, =0.797 A = €

=0.9 -
. W,=0.5926 " ’ a,=(wW;3*x) + (Wy *X,)
Vi =0.0081 = (0.0991 * 0.35) + (0.7976 * 0.9) = 0.7525

ys=1f(a;) = 1/ (1 + e07525) = 0,6797

a; = (Wyy ™ X)) + (Wpe ™ Xp)
Error = —v.=-0) 182 = (0.3971 * 0.35) + (0.5926 * 0.9) = 0.6723
Yta.rget YS / Vi = f(az) =1/(1+ e-0.6'123) = 0.6620

a3 = (W35 ™ Ya) + (Wes ™ Yy)
= (0.2724 * 0.6797) + (0.8731 * 0.6620) = 0.7631
ys =f(az) = 1/ (1 + e07831) = 0,6820 (Network Output)

———
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Activity

Train a deep neural network on a dataset (e.g., predicting housing prices) and visualize how

backpropagation adjusts weights by tracking changes in loss over epochs. Compare results with and
without proper weight updates.
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THANK YOU
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