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No ranking of the documents is provided (absence of a grading scale) 

Information need has to be translated into a Boolean expression, which most 

users find awkward 

The Boolean queries formulated by the users are most often too simplistic 

The model frequently returns either too few or too many documents in 

response to a user query

Problem 
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 Vocabulary 

 Stop word lists

Commonly occurring words are unlikely to give useful information and 

may be removed from the vocabulary to speed processing

Stopword lists contain frequent words to be excluded

Stopword lists need to be used carefully

E.g. “to be or not to be”

TF-IDF (Term Frequency/Inverse Document Frequency) 
Weighting
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Term weighting

Not all words are equally useful

A word is most likely to be highly relevant to document A if it is:

Infrequent in other documents

Frequent in document A

TF-IDF (Term Frequency/Inverse Document Frequency) 
Weighting-Cont..

4/21



9/1/2024 Unit-2/Modeling and Retrieval Evaluation /19CS732 Information Retrieval Techniques 
/Mr.K.Karthikeyan/CSE/SNSCE

Normalised term frequency (tf)

A normalised measure of the importance of a word to a document 

is its frequency, divided by the maximum frequency of any term in 

the document

This is known as the tf factor.

Document A: raw frequency vector: (2,1,1,1,0), tf vector: (           )

This stops large documents from scoring higher 
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Inverse document frequency (idf)

A calculation designed to make rare words more important than 

common words

The idf of word i is given by

Where N is the number of documents and ni is the number that 

contain word i

i
i n

N
idf log
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TF-IDF

• The tf-idf weighting scheme is to multiply each word in

each document by its tf factor and idf factor

• Different schemes are usually used for query vectors

• Different variants of tf-idf are also used
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A  FIRST TAKE  AT  BUILDING  AN  INVERTED 
INDEX

A first take at building an inverted index
To gain the speed benefits of indexing at retrieval time, we have to build 
the index in advance. The major steps in this are:
1.Collect the documents to be indexed:

….
2.Tokenize the text, turning each document into a list of tokens:

...
3.Do linguistic preprocessing, producing a list of normalized tokens, 
which are the indexing terms:
4.Index the documents that each term occurs in by creating an inverted 
index, consisting of a dictionary and postings.
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A  First Take  at  Building  an  Inverted Index -Cont..
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A  First Take  at  Building  an  Inverted Index -Cont..

Draw the inverted index that would be built for the following document 
collection. (See Figure 1.3 for an example.)
Doc 1 new home sales top forecasts
Doc 2 home sales rise in july
Doc 3 increase in home sales in july
Doc 4 july new home sales rise
Consider these documents:Doc 1 breakthrough drug for schizophrenia
Doc 2 new schizophrenia drug
Doc 3 new approach for treatment of schizophrenia
Doc 4 new hopes for schizophrenia patients

Draw the term-document incidence matrix for this document 
collection.
Draw the inverted index representation for this collection, as in 
Figure 1.3 (page ).
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TF-IDF

• The tf-idf weighting scheme is to multiply each word in

each document by its tf factor and idf factor

• Different schemes are usually used for query vectors

• Different variants of tf-idf are also used

11/21



9/1/2024 Unit-2/Modeling and Retrieval Evaluation /19CS732 Information Retrieval Techniques 
/Mr.K.Karthikeyan/CSE/SNSCE

TF- Weighting 
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TF- Weighting-Cont.. 

The terms of a document are not equally useful for describing the

document contents

In fact, there are index terms which are simply vaguer than others

There are properties of an index term which are useful for

evaluating the importance of the term in a document

For instance, a word which appears in all documents of a collection

is completely useless for retrieval tasks
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TF- Weighting-Cont.. 
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TF- Weighting-Cont.. 
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TF- Weighting-Cont.. 
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Activity 
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Disadvantages  
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 assumes independence of index terms; not clear that this is bad 

though
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Advantages  
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term-weighting improves answer set quality  

partial matching allows retrieval of docs that approximate the query 

conditions

cosine ranking formula sorts documents according to degree of similarity 

to the query

19/21



9/1/2024

Assessment 1

1. List out the Advantages  of  TF-IDF
a)_______________________________________
b)_______________________________________
c)_______________________________________ 
d)_______________________________________

2. Identify the disadvantages  of  TF-IDF 
a)_______________________________________
b)_______________________________________
c)_______________________________________ 
d)_______________________________________
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THANK YOU
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