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CASE STUDY:

After applying optimization techniques like batch normalization, learning rate scheduling, and the Adam 
optimizer, training time reduces to 4 hours, accuracy improves to 90%, and the model generalizes better to 
unseen data.
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There are various optimization techniques to change model weights and learning rates, like Gradient Descent, Stochastic 
Gradient Descent, Stochastic Gradient descent with momentum, Mini-Batch Gradient Descent, AdaGrad, RMSProp, AdaDelta, and 
Adam. These optimization techniques play a critical role in the training of neural networks, as they help improve the model by 
adjusting its parameters to minimize the loss of function value. Choosing the best optimizer depends on the application.

1. The epoch is the number of times the algorithm iterates over the entire training dataset.

2. Batch weights refer to the number of samples used for updating the model parameters.

3. A sample is a single record of data in a dataset.

4. Learning Rate is a parameter determining the scale of model weight updates

5. Weights and Bias are learnable parameters in a model that regulate the signal between two neurons.
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Gradient Descent
A derivative or gradient indicates the direction of increase of the function. Thus a negative derivative or 
gradient would indicate the direction of decrease of the function. This fact is used to minimize the value of 
the function.

In gradient descent, we initialize the variables with random values.

1. We calculate the derivative/gradient for each variable.

2. We take steps in the direction of the negative derivate/gradient using a learning rate. The learning rate 

controls the descent. Too large learning rate may result in oscillations while a small learning rate results 

in slow convergence and hence the optimal value of the learning rate is critical

3. This is iteratively done until we reach a convergence criteria.

https://www.geeksforgeeks.org/gradient-descent-algorithm-and-its-variants/
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1. Formula :

𝜃(𝑘+1)=𝜃𝑘−𝛼∇𝐽(𝜃𝑘)
where,

● θ(k+1) is the updated parameter vector at the (k+1)th iteration.

● θk is the current parameter vector at the kth iteration.

● α is the learning rate, which is a positive scalar that determines the step size for each iteration.

● ∇J(θk) is the gradient of the cost or loss function J with respect to the parameters θk
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Its a variant of gradient descent in which we ensure that the step size taken is sufficient 
enough to reduce the objective function thereby avoiding small steps. Here the step size is 
determined through a line search which must satisfy Armijo condition. Below is the process
1. Initialization : We set a initial guess for the function f(x)

2. Gradient : We compute the gradient of the objective function ∇f(x)

3. Line Search : Here we take a large step size( and check if the reduction in function value 

(using updated value and old value) satisfies below conditions know as Armjio condition ,

f(xt−1+α∇f(xt−1))−f(xt−1)≥cα∣∣∇f(xt−1)∣∣
2
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1. Here

● We are trying to find value at x(t) at time steep t and x(t-1) is the value at step t-1

● α is the step size

● c is a constant between 0 to 1.

● If we do not get the required reduction we reduce the step size by beta β ∈ (0, 1) iteratively till the above condition know as 

Armjio is satisfied

● Why this value ? It has been shown mathematically through Taylor series first order expansion that the minimum decrease in 

f(x) should be at least "step size * ∇f(x)2 ". These theoretical value is not practically possible to achieve that's why we 

multiply by a fraction c.

2. Update : Update the solution parameters with the chosen step size.

3. Convergence Check: This can be done by examining the magnitude of the gradient, the change in the objective function value, or 

other convergence criteria
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Gradient descent with Armijo Full Relaxation condition:

It is an optimization algorithm that combines the Armijo line search condition with a full Newton step. It considers 
both the first derivative and second derivative(Hessian) information to find a step size that ensures sufficient 
decrease in the objective function while incorporating information about the curvature of the function.

1. Initialization 

2. Gradient 

3. Line Search 
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Stochastic Gradient Descent (SGD):

It's a variation of the Gradient Descent algorithm. In Gradient Descent, we analyze the entire dataset in each step, which may not be efficient 
when dealing with very large datasets. To address this issue, we have Stochastic Gradient Descent (SGD). In Stochastic Gradient Descent, we 
process just one example at a time to perform a single step. So, if the dataset contains 10000 rows, SGD will update the model parameters 
10000 times in a single cycle through the dataset, as opposed to just once in the case of Gradient Descent.

Here's the process:

1. Select an example from the dataset.

2. Calculate its gradient.

3. Utilize the calculated gradient from step 2 to update the model weights.

4. Repeat steps 1 to 3 for all examples in the training dataset.

5. Completing a full pass through all the examples constitutes one epoch.

6. Repeat this entire process for several epochs as specified during training.

https://www.geeksforgeeks.org/ml-stochastic-gradient-descent-sgd/
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Mini Batch Stochastic Gradient Descent:

We utilize a mini-batch stochastic gradient descent, which consists of a predetermined number of training examples, 
smaller than the full dataset. This approach combines the advantages of the previously mentioned variants. In one 
epoch, following the creation of fixed-size mini-batches, we execute the following steps:

1. Select a mini-batch.

2. Compute the mean gradient of the mini-batch.

3. Apply the mean gradient obtained in step 2 to update the model's weights.

4. Repeat steps 1 to 2 for all the mini-batches that have been created.

https://www.geeksforgeeks.org/ml-mini-batch-gradient-descent-with-python/
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THANK YOU


