
Probability and Statistics 

UNIT I 

PART A 

1. State Baye’s theorem. 

2. Define discrete and Continuous random variable. 

3. Write down the axioms of Probability. 

4. A CRV X that can assume any value between x=2 and x=5 has a density function given 

by f(x) = k (1+x). Find k. 

5. X and Y are independent random variables with variance 2 and 3. Find the variance 

of         3X+4Y. 

6. Test Whether {
|𝑥|, −1 < 𝑥 < 1

0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 can be the probability density function of 

continuous random variable? 

7. Let X be a random variable with E(X)=1, E(X(X-1)) =4 find Var(x), Var(3-2X). 

8. The mean of a Binomial distribution is 20 and S.D is 4. Determine the parameters of 

the distribution. 

9. For a binomial distribution with mean 2, standard deviation √2, find first two terms 

of the distribution. 

10. Define Poisson distribution and write its mean and variance. 

11. One percent of jobs arriving at a computer system need to wait until weekends for 

scheduling, owing to core-size limitation. Find the probability that among a sample of 

200 jobs there are no jobs that have to wait until weekends.  

12. State Memoryless property of Exponential Distribution 

13. Find the value of ‘K’ for a continuous random variable X whose probability density 

function is given by .0;)( 2   xeKxxf x  

14. Write the mean and variance of Binomial distribution. 

15. Write the mean and variance of Exponential distribution.                                                           

 

 

UNIT I 

PART – B 

1. A random variable x has the following probability distribution 

 

x 0 1 2 3 4 5 6 7 

P(x) 0 K 2K 2K 3K K2 2K2 7K2+K 

(i) Find the value of K 

(ii) Evaluate P[X<6] and P[X≥ 𝟔) 
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(iii) If P[X≤ 𝑪)>1/2 find minimum value of C 

(iv) Evaluate 𝑃[1.5 < 𝑥 < 4.5/𝑥 > 2] 

2. A random variable X has the following probability distribution. 

x -2 1 0 1 2 3 

P(x) 0.1 K 0.2 2K 0.3 3K 

 

a. Find K 

b. Evaluate P(x < 2) and P(-2 < x  2)    

c. Find the Cumulative distribution of x.          

d. Evaluate the mean of x.  

3. The probability mass function of a discrete R. V X is given in the following table 
X 0 1 2 3 4 5 6 7 8 

P(X) a 3a 5a 7a 9a 11a 13a 15a 17a 

         Find (i) the value of a , (ii) 𝑃( 𝑋 < 3), (iii) Mean of X, (iv) Variance of X. 

 

4. A Random variable X has the following probability function: 

 

x 0 1 2 3 4 

P(x) K 3K 5K 7K 9K 

Find K, P[X≥ 3] 𝑎𝑛𝑑 𝑃(0 < 𝑋 < 4).                                                                                                                                 

 

5. The Probability function of an infinite discrete distribution is given by P[X = j] =
1

2𝑗,     j= 

1,2,……∞. Find the Mean and variance of  the distribution. Also find P[X is Even] and 

P[X≥ 5]. 
6. If the density function of a continuous random variable X is given by 

𝑓(𝑥) = {

𝑎𝑥, 0 ≤ 𝑥 ≤ 1
𝑎, 1 ≤ 𝑥 ≤ 2

3𝑎 − 𝑥, 2 ≤ 𝑥 ≤ 3
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 

 

(i) Find the value of ‘a’ 

(ii) Find the CDF of x 

(iii) Compute P(x≤1.5) and p(x>1.5) 

7. A continuous random variable X that can assume any value between X=2 and X=5 has the 

density function given by f(x)=k(1+x). Find P[X<4], P[3<X<4]. 

8. A continuous random variable X having the probability density function 𝑓(𝑥) = 3𝑥2, 0 ≤
𝑥 ≤ 1. Find K, such that P[X>K]=0.5. 

9. A continuous random variable X has the distribution function F[x]={

0, 𝑥 < 1

𝑘(𝑥 − 1)4, 1 ≤ 𝑥 ≤ 3
1, 𝑥 > 3

 



Find K, Probability density function of f(x) , P[x<2]. 

10. In a continuous random variable X having the probability density function  

𝑓(𝑥) =  {
𝑥2

3
0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

,   − 1 < 𝑥 < 2 

11. The p.d.f of a continuous random variable X is f(x)=K𝑒−|𝑥|. 𝐹𝑖𝑛𝑑 𝐾 𝑎𝑛𝑑 𝐹[𝑥]. 
12. Find the MGF of Binomial distribution. Hence find its Mean and variance.      

13. Find the MGF of Poisson distribution and hence find its mean and variance 

14. Find the MGF of Geometric distribution and hence find its mean and variance. 

15. Find the MGF of Uniform distribution and hence find its mean and variance. 

16. Find the MGF of Exponential distribution and hence find its mean and Variance. Also 

prove the memory less property of the exponential distribution. 

17. Find the MGF of Normal distribution & hence find its mean and variance 

18. A bolt is manufactured by 3 machines A, B, and C. A turns out twice as many items as B 

and machines B and C produce equal number of items. 2% of bolts produced by A and B 

are defective and 4% of bolts produced by C are defective. All bolts are put into 1 stock 

pile and 1 is chosen from this pile. What is the probability that it is defective? 

19. An urn contains 10 white and 3 black balls. Another urn contains 3 white and 5 black 

balls. Two balls are drawn at random from the first urn and placed in the second urn and 

then 1 ball is taken at random from the latter. What is the probability that it is a white ball? 

20.  Out of 800 families with 4 children each how many families would be expected to have  
i. 2 Boys and 2 Girls  

ii. At least 1 boy 

iii. At most 2 girls 

iv. Children of both genders,  

      Assume equal probabilities for boys and girls. 

21. A Manufacture of cotton pins that 5% of his product is defective. If he sells pins in boxes 

of 100 and guarantees that not more than 4 pins will be defective, what is the approximate 

probability that a box will fail to meet the guaranteed quality? 

22. If X is Poisson variance such that 𝑃(𝑥 = 2) = 9𝑃(𝑋 = 4) + 90𝑃(𝑋 = 6), find the mean 

and variance. 

23. The number of monthly breakdowns of a computer is a random variable, having a Poisson 

distribution with mean equal to 1.8. find the probability that this computer will function 

for a month. 

i. Without a breakdown 

ii. With only one breakdown 

iii. With at least one breakdown 

24. A die is Cast until 6 appears what is the probability that it must cast more than 5 times? 

25. If the probability that an applicant for a drivers license will pass the road test on any given 

train 0.8. what is the probability that he will finally pass the test  

i) On 4th trail 

ii) In fewer than 4 trails.  



26. X is uniformly distributed random variable with Mean 1 and Variance 4/3, find P(X<0). 

27. A random variable X has a uniform distribution over (-3,3) Compute  

i) P(x<2) 

ii) P(|x|<2) 

iii) P(|x-2|<2) 

iv) Find K for which P(X>K)=1/3. 

28. Buses arrive at a specified bus at 15min intervals. Starting at 7am , 7.15am, 7.30am…… if a 

passenger arrive at a bus stop at a random time which is uniformly distributed between 7 

and 7.30am, find the probability that he waits 

i) Less than 5 minutes 

ii) At least 12 minutes for a bus. 

29. The length of time a person speaks over phone follows a exponential distribution with mean 

6. What is the probability that the person will talk for  

i) more than 8 minutes 

ii) between 4 and 8 minutes 

30. The mileage which car owners get with a certain kind of radial tire is the random variable 

having a exponential distribution with mean 40,000km. Find the probability that one of 

these tire will last 

i) At least 20,000km 

ii) At most 30,000km 

31. The time (in hours) required to repair a machine is exponentially distributed with parameter 

=1/2 

(i)What is the probability that the repairs time exceeds 2 hour? 

(ii) What is the conditional probability that the repair takes 10 hour given 

that its duration exceeds 9 hour? 

 

 

UNIT II 

PART A 

1. The joint probability mass function of a two dimensional random variable (X,Y)is    given by  

p(x,y)= k(2x+y), x =1,2 y=1,2,  where K is constant. Find the value of k. 

2. Let X and Y have the joint p.m.f 
 

Y/X 0 1 2 

0 0.1 0.4 0.1 

1 0.2 0.2 0 

Find P(X+Y>1). 

 

3. Given the joint probability function of  X and Y has f(x)={
1

6
, 0 < 𝑥 < 2, 0 < 𝑦 < 3

0,                    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 find the 

Marginal density function of X. 



4. The joint pdf of a random variable (X,Y) is (2 3 )( , ) ; 0, 0.x yf x y ke x y    Find the value 

of k. 

5. The joint pdf of a random variable (X,Y) is 𝑓(𝑥, 𝑦) = 𝑘𝑥𝑒−𝑦; 0 < 𝑥 < 2, 𝑦 > 0. Find the 

value of k. 

6. The joint pdf of random variable (X,Y) is given as 10,
1

),(  yx
x

yxf  Find the 

marginal pdf of Y. 

7. If f(x,y) = {
8𝑥𝑦, 0 < 𝑥 < 1, 0 < 𝑦 < 𝑥

0,                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 is the joint probability density function of X and Y, 

find f(y/x). 

UNIT II 

PART – B 

1. The joint probability mass function of ( X Y),  is given by p(x,y)=k(2x+3y)  

x =  0,1,2;  y=1,2,3. Find k and all the marginal and conditional probability distributions. Also 

find the probability distribution of X+Y 

2. The joint probability mass function of ( X Y),  is given by 𝑓(𝑥, 𝑦) = 𝑘(𝑥 + 2𝑦) 

x = 0,1,2;  y=0,1,2. Find all the marginal and conditional probability distributions 

3. The joint probability mass function of ( X Y),  is given by 𝑓(𝑥, 𝑦) =
𝑥+2𝑦

27
 

x = 0,1,2;  y=0,2,3. Find all the marginal and conditional probability distributions. 

4. The joint probability mass function of ( X Y),  is given by p(x,y)=
72

1
(2x+3y)  

x =  0,1,2;  y=1,2,3. Find all the marginal and conditional probability distributions. 

 

5. The joint pdf of the random variable (X,Y) is given by .0,0.,),( )( 22

  yxKxyeyxf yx  Find 

the value of K and also prove that X and Y are independent. 

6. If the joint pdf of a two dimensional random variable (X, Y) is given by                                 

𝑓(𝑥, 𝑦) = {
8𝑥𝑦, 0 < 𝑥 < 𝑦: 0 < 𝑦 < 1

0  , 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

Find  (𝑖) 𝐴𝑟𝑒 𝑋 𝑎𝑛𝑑 𝑌 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡?    

7. If the joint pdf of a two dimensional random variable (X, Y) is given by                                 

𝑓(𝑥, 𝑦) = {
𝑥2 +

𝑥𝑦

3
, 0 < 𝑥 < 1: 0 < 𝑦 < 2

0  , 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 Find   

(𝑖) 𝐴𝑟𝑒 𝑋 𝑎𝑛𝑑 𝑌 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡?  

 (𝑖𝑖)𝐹𝑖𝑛𝑑 𝑡ℎ𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑋 𝑔𝑖𝑣𝑒𝑛 𝑌   

(𝑖𝑖𝑖)𝑝 (𝑦 <
1

2
/𝑥 <

1

2
) 

 

8. If 𝑓(𝑥, 𝑦) = {
𝑘(1 − 𝑥2𝑦) , 0 ≤ 𝑥, 𝑦 ≤ 1

0  , 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
.  

i) Find K 

ii) Obtain Marginal p.d.f of X and Y 



9. Given the joint pdf of X and Y ,
0

,20),(
),(



 


otherwise

xyxxyxcx
yxf  

i. Evaluate c 

ii. Find Marginal pdf of X and Y. 

iii. Find the conditional density of Y/X. 

 


