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Decision Tree – General Algorithm

• In general, the objective of a decision tree algorithm is to construct a tree T from a
training set S.

• If all the records in S belong to some class C, or if S is sufficiently pure (greater
than a preset threshold), then that node is considered a leaf node and assigned
the label C.

• In contrast, if not all the records in S belong to class C or if S is not sufficiently
pure, the algorithm selects the next most informative attribute A and

• partitions S according to A‘s values. The algorithm constructs subtrees , T1,T2…
for the subsets of S recursively until one of the following criteria is met:
• All the leaf nodes in the tree satisfy the minimum purity threshold.
• The tree cannot be further split with the preset minimum purity threshold.
• Any other stopping criterion is satisfied (such as the maximum depth of the

tree).
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Decision Tree – General Algorithm

• The first step in constructing a decision tree is to choose the most informative
attribute.

• A common way to identify the most informative attribute is to use entropy-based
methods.

• The entropy methods select the most informative attribute based on two basic
measures:

• Entropy, which measures the impurity of an attribute
• Information gain, which measures the purity of an attribute
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Decision Tree – General Algorithm

• Entropy is a measure of the randomness in the information being processed.

• The higher the entropy, the harder it is to draw any conclusions from that
information.

Example Flipping a coin
• The entropy for a completely pure variable is 0 and is 1 for a set with equal

occurrences for both the classes (head and tail, or yes and no).

• Given a class and its label x=X, let P(x) be the probability of x. Hx the entropy of ,
is defined as
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Decision Tree – General Algorithm

• As an example of a binary random variable, consider tossing a coin with known,
not necessarily fair, probabilities of coming up heads or tails.

• Let x=1 represent heads and x=0 represent tails. The entropy of the unknown
result of the next toss is maximized when the coin is fair.

• That is, when heads and tails have equal probability
Entropy

• On the other hand, if the coin is not fair, the probabilities of heads and tails would
not be equal and there would be less uncertainty.

• As an extreme case, when the probability of tossing a head is equal to 0 or 1, the
entropy is minimized to 0.
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Decision Tree – General Algorithm

Conditional Entropy
The next step is to identify the conditional entropy for each attribute.

Given an attribute X, its value x , its outcome Y, and its value y, conditional entropy is the remaining
entropy of given , formally defined as

The information gain of an attribute A is defined as the difference between the base entropy and the
conditional entropy of the attribute

Information gain compares the degree of purity of the parent node before a split with the degree of 
purity of the child node after a split. 

At each split, an attribute with the greatest information gain is considered the most informative attribute.
Information gain indicates the purity of an attribute.
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